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Can a software 

agent alleviate a 

human counterpart’s 

mistrust by tactically 

disclosing additional 

information during 

a negotiation? 

Experimental results 

indicate that it can, 

and that more and 

better agreements 

result. 

automated selling agent can know its own 
preferences relative to the issues of, say, price, 
quantity, and delivery options, but—as with 
humans—it can at best only surmise the pref-
erences of its counterpart and, without know-
ing those preferences, it might fail to recognize 
tradeoffs that offer a better outcome.

Most existing work on automated nego-
tiation has focused on agent–agent nego-
tiations and has addressed the incomplete 
information problem using a variety of 
machine-learning techniques to make in-
ferences about counterparts, including their 
resistance points, preferences, and possible 
tradeoffs.2-4 Such work in agent–agent ne-
gotiations hasn’t needed to deal with how 
to give negotiation agents the kind of so-
cial intelligence that facilitates strategically 
and socially advantageous interactions in 
human–human encounters. However, as au-
tomated negotiation becomes more wide-
spread, a software agent acting on behalf of 

its principal might well find itself negotiating 
with a human rather than with another soft-
ware agent.

In these cases of agent–human negotia-
tion,5,6 even a modicum of social intelligence 
is likely to result in the agent negotiating more 
effectively, enhancing both the economic im-
pact of its activities and the social-psycholog-
ical and affective consequences for its human 
counterpart. The work that we describe here 
represents a first step toward giving an agent 
in an agent–human negotiation a way to re-
duce the mistrust that’s often found in online 
negotiations.

Mistrust in Negotiations
One thing we know about humans when they 
engage in online negotiations is that they tend 
to trust less in this setting than when they ne-
gotiate face to face.7 Because negotiators’ in-
terests are often in conflict, it can be difficult 
for a well-intentioned negotiator—human 

A primary challenge in designing intelligent agents to serve as surrogates 

for human decision makers in negotiation contexts is that there’s always 

incomplete information between an agent and its counterpart,1 especially in 

situations that present the potential for tradeoffs among multiple issues. An 
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or otherwise—to send a win–win sig-
nal or to interpret such a signal from 
a counterpart as sincere. Two funda-
mental dilemmas explain why this is 
the case8-9:

•	The dilemma of honesty concerns 
how much true information one party 
should reveal to the other. Revealing 
everything about his/her preferences 
makes a negotiator vulnerable to ex-
ploitation by the other party, whereas 
telling nothing increases the likeli-
hood of ending up at an impasse.

•	The dilemma of trust relates to the 
extent to which a negotiator should 
believe the other party. Believing 
everything can lead to exploitation, 
while believing nothing makes it 
difficult to reach an agreement. 

One approach to ameliorating these 
information disclosure problems is for 
negotiators to adopt a win–win nego-
tiation strategy by proactively shar-
ing some of their interests.10 The idea 
is that, by increasing the amount of 
shared information, the parties are 
more likely to identify opportunities 
for preference tradeoffs, thus resulting 
in better agreements and higher mu-
tual satisfaction. It’s also likely that 
such gestures, especially if reinforced 
by subsequent behavior, can reduce 
any existing mistrust between the ne-
gotiating parties.

Another approach that can lead to 
better outcomes in multi-issue nego-
tiations is for negotiators to use mul-
tiple equivalent simultaneous offers, 
wherein offer alternatives that have 
equivalent utility for one party can 
have different utilities for the other 
party.11 For example, a vendor might 
propose to a customer a price of $99 
for a product delivered in two weeks, 
or $119 if delivered in three days. 
By simultaneously giving such offers 
(assumed to be of equivalent utility 
for the vendor), a negotiator signals 

flexibility while at the same time in-
creasing the chance that a particular 
offer will appeal to the counterpart. 
Laboratory studies of human–human 
negotiations indicate that multiple 
equivalent simultaneous offers tend to 
lead to better joint outcomes and bet-
ter negotiator satisfaction. Further-
more, the strategy, when implemented 
in a software negotiation agent, can 
result in better counterpart agreement 
ratios, better individual and joint utili-
ties, and better outcome satisfaction in 
an agent–human negotiation setting.6

It seems likely that both of these tac-
tics—the voluntary sharing of interest 
information and the use of multiple 
equivalent simultaneous offers—can 
reduce mistrust between negotiating 
parties. Here, however, we empha-
size the first of the two, and only in 
the context of an agent–human nego-
tiation, where mistrust can be partic-
ularly problematic. Specifically, we’re 
concerned with determining whether 
having a negotiating agent proactively 
communicate its issue priority to its 
human counterpart improves the ne-
gotiation outcome and improves the 
human’s attitude toward the agent. 
Furthermore, if this tactic succeeds on 
both counts, the question arises as to 
whether it would still be effective for 
individuals who are particularly pre-
disposed to mistrust others.

Given our belief that a good, trust-
inducing tactic in a multi-issue nego-
tiation is for one of the negotiators to 
volunteer its issue priority, and given 
the possibility that individuals who 
are especially predisposed to mis-
trust others might differ in the way in 
which they respond to the proactive 
disclosure of issue priority, we assessed 
participants on a variable that could 
capture such a predisposition. We did 
this using MACH-IV,12 an established 
instrument that (in part) assesses cyni-
cism and reluctance to trust others—
that is, it measures Machiavellianism.

People with high scores on this 
test—hi-Machs—tend to endorse state-
ments such as “Anyone who com-
pletely trusts anyone else is asking for 
trouble,” but not those such as “Most 
people are basically good and kind.” 
And, of course, if someone has this 
kind of view of people, he/she is un-
likely to trust them. People with low 
scores—lo-Machs—tend to believe that 
humans are essentially good natured; 
lo-Machs thus typically take a more 
personal, empathetic approach in their 
interactions with others. They tend 
to be more trusting and more honest. 
Not surprisingly, research shows that 
lo-Machs and hi-Machs differ in both 
how they behave in and feel about ne-
gotiations in which they’re involved.12 
See pp. 395–396 of Roy Lewicki and 
his colleagues’ book, Negotiation, for 
more discussion of Machiavellianism 
and negotiation.9

Assessing the Effects of 
Proactive Communication 
Two main groups of quantitative mea-
sures must be considered in evaluat-
ing a negotiation’s effectiveness. The 
first group concerns the economic out-
comes, which include the utilities de-
rived from the agreement at both the 
individual and dyadic/joint level. Indi-
vidual utility is assessed in terms of the 
extent to which the individual’s out-
come approaches an optimal value, 
whereas for dyads, outcomes are often 
measured by joint utility (such as the 
simple sum of individual utilities, or 
the agreement’s distance from the set 
of Pareto-efficient solutions) attained 
by the negotiating parties. The second 
group of measures pertains to the so-
cial-psychological outcomes of a ne-
gotiation and includes measures of the 
negotiators’ perceptions of the negotia-
tion, the other party, and the self. Of 
these measures, outcome satisfac-
tion and perception of the  counter-
part are among the best predictors of 
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a negotiator’s willingness to negotiate 
with the same counterpart in the future.

As already discussed, hi-Mach indi-
viduals tend to be distrustful of other 
people, which means that they’re less 
likely to see an agent’s simultaneous-
equivalent offers as an opportunity 
for a win–win outcome. However, if, 
as indicated above, proactively vol-
unteering issue priorities provides an 
explicit signal that the agent is mak-
ing an attempt to achieve a win–win 
outcome10—and especially if subse-
quent behavior confirms this interpre-
tation—hi-Mach individuals might 
become less skeptical about the sin-
cerity of their counterparts’ offers. 
Thus, while still motivated by self-
interest, they might be more likely to 
reach an agreement. In other words—
and this is our main hypothesis—the 
use of such proactive communica-
tion should increase a hi-Mach’s per-
ception of the persuasiveness of the 
agent’s offers, thus leading to better 
negotiation outcomes, whereas the 
same will be less true, if at all, for lo-
Mach individuals.

This kind of proactive communica-
tion might also to lead to social-psy-
chological or affective advantages in 
terms of personal perception—in this 
case, in terms of how people judge their 
counterparts. Because an agent’s prof-
fering of issue priorities can be seen as 
an attempt to share useful information 
aimed at obtaining mutual benefits, it 
can be interpreted as a sign of cooper-
ativeness. Therefore, we expected that 
when an agent took the initiative to 
communicate its preferences to the hu-
man, that agent would be more likely 
to be perceived positively by the hu-
man—in particular, the human would 
more likely perceive the agent as con-
siderate and flexible.

The Experiment
To investigate these questions, we com-
pared the outcomes when humans with 

different levels of Machiavellianism ne-
gotiated with a “non-proactive” agent 
that provided only simultaneous-equiv-
alent offers and a “proactive” agent that 
also volunteered its issue priority and 
invited the human to reciprocate.

Participants
We recruited MBA students enrolled 
in a negotiation dynamics class taught 
by one of the authors as participants. 
They were told that they would be 
playing the buyer role in an online ne-
gotiation, but they weren’t told that 
the seller was a software agent. Par-
ticipants were randomly assigned to 
negotiate with either a proactive or 
non-proactive agent.

A total of 54 participants (35 males 
and 19 females) completed the experi-
ment. Their average age was 29. All 
participants had at least two years of 
work experience, with most (63 per-
cent) being young professionals, and 
the others being more senior manag-
ers or directors. All reported (on five-
point scales) high computer-usage 
experience (a mean of 4.31), moder-
ate experience with online purchasing 
(3.76) and business decisions (2.93), 
and some experience with negotiation 
activities (2.04).

As an incentive to participate seri-
ously, participants were told that they 
would receive tiered bonus course 
credit based on their negotiation per-
formance, so that in addition to re-
ceiving five percent credit for their 
participation, the top 20 percent, the 
second 20 percent, and the third 20 
percent of participants would receive 
an additional five percent, three per-
cent, and one percent credit, respec-
tively. The top negotiator would also 
receive a bottle of champagne worth 
approximately US$40.

Method
For this study, we adapted a multi-
issue negotiation task originally 

developed from real-world supplier–
buyer contract negotiations.6 The 
task comprised four negotiation is-
sues relating to the purchase of laptop 
computers: unit price, quantity, ser-
vice level, and delivery terms. There 
were seven values for unit price, 
seven for quantity, four for service 
level, and four for delivery time (that 
is, 784 possible final agreements). 
Participants (buyers) and the agent 
(seller) had different weights over the 
issues and values, and were given a 
table that enabled them to determine 
the utility points any particular offer 
was worth. In game-theoretic terms, a 
non-zero-sum game was created that 
allowed for the possibility of an inte-
grative, win–win outcome. To equate 
their bargaining power, buyers and 
seller were given the same 44 utility-
point Best Alternative to a Negoti-
ated Agreement (BATNA)—that is, 
the best bottom-line deal negotiators 
could obtain alone or with a third 
party if they were to fail to reach an 
agreement with the counterpart.

The experiment comprised three 
stages. In the first, pre-negotiation 
stage, participants read general in-
structions and were then briefed on 
the procedure. We then gave them a 
task sheet that described their role as 
buyers and indicated that their goal 
was to maximize their utility scores 
over the four issues for purchasing a 
new laptop computer model using 
the seller’s website. Importantly, we 
instructed them to treat unit price as 
their top priority. Participants then 
took a quiz to make sure that they un-
derstood the task, after which, know-
ing their BATNA, they indicated the 
number of utility points (their target) 
with which they thought they would 
be satisfied. We then introduced them 
to the seller’s website and the nego-
tiation rules, which specified an al-
ternating offer–counteroffer protocol 
with “final offer” termination rules. 
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Finally, participants completed a pre-
negotiation questionnaire that as-
sessed their business experience, 
computer usage experience, and so on.

In the second, negotiation stage, 
participants negotiated with the 
agent until they reached an agree-
ment, or until negotiation ended 
with no agreement because one party 
rejected the other party’s final of-
fer. This phase had no time limit. In 
the third, post-negotiation stage, 
participants completed a question-
naire designed to assess their per-
ceptions of the negotiation and the 
selling agent. Demographic informa-
tion was also collected and—in an 
ostensibly separate and voluntary 
exercise—participants completed a 
“Negotiation-Self-Awareness” per-
sonality assessment questionnaire, the 
key part of which was Richard Chris-
tie and Florence Geis’s 20-item Mach-
IV test for assessing Machiavellian 
personality.12 Before leaving, partici-
pants were asked to keep their expe-
riences in the study confidential. The 
final debriefing, together with an an-
nouncement identifying the top per-
forming participants, was conducted 
about two weeks after we collected 
all data from all participants.

Each participant negotiated with 
one of the two types of agent. For a 
participant negotiating with the pro-
active agent, the agent revealed its is-
sue priority in the second round of the 
negotiation and invited the human to 
reciprocate. For a participant negoti-
ating with the non-proactive agent—
that is, the control condition—the 
agent simply presented its offers and 
reacted to the subject’s counteroffers 
without ever communicating informa-
tion regarding its issue priority. 

In all other respects, the behavior of 
the two types of agents was the same. 
In both cases, the agent employed the 
same negotiation strategy to make 
and accept offers. Figure 1 shows the 

Figure 1. The agent–human negotiation interface, with the additional message 
presented by the proactive agent.
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website interface, in which an exam-
ple of the agent’s four simultaneous 
equivalent offers is presented. Figure 1  
also shows the message in which the 
proactive agent’s issue priority—in this 
case, quantity—is presented (in the sec-
ond round) and in which the human 
negotiator is invited (but not required) 
to reveal his or her own preferences.

Measurement
The dependent measures included 

•	 the total number of agreements ob-
tained (and the agreement ratio),

•	 the individual and joint utilities, and
•	measures relating to social-psycho-

logical perspectives on the outcome 
and agent.

We used two items in the post-
negotiation questionnaire to assess 
outcome satisfaction (how satisfied par-
ticipants were with their utility scores) 
and three items to assess perceptions of 
the agent (the extent to which the agent 
was judged to be considerate, friendly, 

and flexible). The mean of the sum of 
these ratings constituted the collector 
variable—perceived cooperativeness.

Results
Control checks confirmed that there 
were no systematic relationships be-
tween agent type and participants’ 
gender, past experience, and pre-negoti-
ation target utilities. Also, a regression 
analysis revealed that the Machiavellian 
personality variable was unrelated to 
agent type, thus confirming that it can 
be assessed as a stable personality vari-
able. After reverse coding items where 
appropriate, each subject’s Mach-IV 
score was computed by summing his or 
her response values for all items. 

Participants’ mean score on the Ma-
chiavellian personality measure was 
104.83 (with a standard deviation 
of 4.48, a minimum of 96, a maxi-
mum of 116, and a scale midpoint of 
100), and the Shapiro-Wilk test indi-
cated a normal distribution of scores. 
The construct reliability of the social-
psychological dependent measures 

was adequate, with the items having 
acceptable reliability (a = .96 for out-
come satisfaction and a = .68 for per-
ceived cooperativeness).

Of the 54 agent–human dyads, 36 
dyads obtained an agreement and 
18 dyads did not. Of the 27 partic-
ipants in the treatment (proactive 
agent) condition, 21 responded to the 
agent’s invitation in the second round 
(see Figure 1), indicating, as they had 
been instructed, that unit price was 
their issue priority. Of the remaining 
six, three chose not to reciprocate, 
and three selected purchase quan-
tity rather than unit price as their top 
priority.

We ran a logistic regression on 
agreements (because agreements was 
a dichotomous variable) and hier-
archical regression analyses sepa-
rately on buyer utility, seller utility, 
joint utility, outcome satisfaction, 
and perceived cooperativeness as the 
criteria, with agent type (a dummy 
coded binary variable of 0 = non-
proactive vs. 1 = proactive) and 

Table 1. Results of regression analyses on dependent measures.

Dependent measures Predictor variables a SE Wald/t p-value

Agreements Agent type 1.41 0.63 5.03 .03*

MACH −0.47 0.19 6.26 .01*

Agent type x MACH 0.38 0.22 3.10 .08

Buyer utility Agent type 7.32 3.05 2.40 .02*

MACH −2.11 .55 −3.83 .00**

Agent type x MACH 2.06 .71 2.92 .01**

Seller utility Agent type 3.15 1.88 1.67 .10

MACH −.70 .34 −2.06 .04*

Agent type x MACH .48 .44 1.09 .28

Joint utility Agent type 10.47 4.22 2.48 .02*

MACH −2.80 .76 −3.70 .00**

Agent type x MACH 2.54 .97 2.60 .01*

Outcome satisfaction Agent type .87 .47 .23 .07

MACH −.30 .08 −.70 .00**

Agent type x MACH .28 .11 .51 .01*

Perceived  
cooperativeness

Agent type .44 .21 2.14 .04*

MACH .00 .04 .09 .92

Agent type x MACH −.01 .05 −.24 .81

*p < 0.05; **p < 0.01.
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the centered personality variable, 
MACH, as predictors in each case. 
Table 1 shows the results of all of 
these analyses.

Agreements
Overall, out of 27 cases, negotiat-
ing with the proactive agent led to 22 
agreements (an 81.5 percent agreement 
ratio), whereas negotiating with the 
non-proactive agent led to 14 agree-
ments (a 51.9 percent agreement ratio). 
This main effect was significant. With 
regard to the influence of the Machia-
vellian personality variable, results also 
showed that MACH had a significant 
negative relationship with the agree-
ments. Agent type and MACH were 
found to have a marginally significant 
interaction.

Other Dependent Measures
We found similar patterns for the other 
dependent measures of buyer utility, 
joint utility, and outcome satisfaction, 
with significant main effects of agent 
type and MACH, as well as an agent 
type by MACH interaction. For per-
ceived cooperativeness, results indi-
cated a main effect of agent type only, 
with the proactive agent being per-
ceived as more cooperative than the 
non-proactive agent. Neither the main 
effect of MACH nor its interaction 
with agent type was significant. We 

also analyzed two other dyadic out-
come measures—the distance to Pareto 
efficient frontier and the distance to 
Nash solution—and the results showed 
the same pattern as for joint utility.

We conducted further analyses to 
examine the effects of agent type on 
hi- versus lo-Mach individuals using 
simple slope analysis. The scores of 
both hi- and lo-Machs were centered 
half a standard deviation above and 
below their respective means. The 
equivalent ranges of Mach-IV scores 
were 96–102 for lo-Machs (n = 17 and 
mean = 99.7), and 107–116 for hi-
Machs (n = 19 and mean = 109.8). Re-
sults indicated that, for hi-Machs, the 
proactive agent led to significantly bet-
ter negotiation outcomes than did the 
non-proactive agent in terms of agree-
ments (7 out of 10 and 2 out of 9, re-
spectively); buyer utility (b = 15.52, SE 
= 5.38, t = 2.83, and p = 0.01); joint 
utility (b = 18.73, SE = 7.65, t = 2.45, 
and p = 0.03); and outcome satisfac-
tion (b = 2.26, SE = 0.86, t = 2.64, and 
p = 0.02). For lo-Machs, there were no 
such differences. Figure 2 shows the 
interaction effects.

Discussion
The data clearly bear out our predic-
tions concerning the effects of a nego-
tiation agent proactively volunteering 
information about its issue priority 

(and gently inviting the counterpart 
to do the same). Specifically, relative 
to trusting individuals, less trusting, 
more skeptical (hi-Mach) individuals 
achieved better negotiation outcomes 
when the agent volunteered informa-
tion about its issue priority than when 
it didn’t. This was evidenced by the 
significant interaction between agent 
type and Machiavellianism wherein 
more agreements, better buyer and 
joint utilities, and greater buyer sat-
isfaction were achieved for hi-Machs 
but not for lo-Machs when negotiat-
ing with the proactive agent. From the 
social-perception perspective, the re-
sults also indicated that participants 
viewed the proactive agent more posi-
tively than the non-proactive agent. 

By showing that the simple gesture 
of offering cooperative information ex-
change can have beneficial economic 
and affective consequences, these find-
ings demonstrate the value of taking 
the dilemmas of honesty and trust9 
into account when seeking an integra-
tive win–win outcome. Clearly, adopt-
ing a proactive stance and volunteering 
issue priority is a good move. How-
ever, our results indicate that, from an 
economic perspective, the benefits are 
sensitive to personality factors in a 
way that appears not to be true from 
the social-psychological (affective) 
perspective. In our admittedly limited 
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Figure 2. Buyer utility, joint utility, and outcome satisfaction as functions of agent type and Machiavellianism.
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sample, an economic advantage was 
observed only for hi-Mach individu-
als—that is, for individuals who tended 
not to trust others. In contrast, the af-
fective advantage was independent of 
both personality differences and eco-
nomic outcomes: participants simply 
felt better about the proactive agent 
than about the non-proactive agent, 
even though information gathered dur-
ing the debriefing phase indicated that 
most participants realized that they 
had been negotiating with a software 
agent.

The fact most of our participants 
(21 of 27) responded to the agent’s 
invitation to reciprocate by revealing 
their own issue priority has an inter-
esting implication for designing more 
cognitively and socially intelligent ne-
gotiating agents, particularly when 
such agents have to negotiate with 
skeptical, untrusting counterparts. 
This evidence of cooperativeness by 
the human negotiator suggests that the 
simple mechanism of volunteering is-
sue priorities has the capacity to un-
lock a negotiation’s win–win potential.

Whereas earlier negotiation agent 
research has focused on techniques 
for inferring preferences,2-4 we’ve 
explored a direct rather than an 
inferential way of foregrounding in-
formation about preference trad-
eoffs that nevertheless increases the 
agreement ratio and joint utility of 
agreements. Our results show that a 
software negotiation agent volunteer-
ing its issue priorities and inviting the 
counterpart to reciprocate has posi-
tive economic consequences, at least 
for untrusting cynics. At the same 
time, it has positive affective conse-
quences vis à vis attitudes towards the 
agent, even when there are no imme-
diate economic gains (as was the case 
for lo-Machs). It’s also possible that 
developing a positive affect toward 
the counterpart would have economic 
benefits in negotiations with the same 

agent in the future. It’s thus apparent, 
especially given the low potential risks 
and the high potential rewards, that 
it makes sense to design negotiation 
agents to initiate cooperative win–win 
moves by volunteering issue priorities 
and inviting reciprocation.

Our research also provides new 
insights into the relation between 
Machiavellianism and negotiation be-
haviors. Past research indicates that 
hi-Machs get better utilities than lo-
Machs, especially when they negoti-
ate with lo-Machs.13,14 However, we 
found that hi-Machs performed worse 
than lo-Machs when they interacted 
with a non-proactive agent, a finding 
that’s similar to that of William Fry,13 
who found that in a condition with-
out visual access, hi-Mach/hi-Mach 
dyads performed worse than hi-Mach/
lo-Mach and lo-Mach/lo-Mach dyads. 
To the best of our knowledge, ours 
represents the first time an attempt 
has been made to influence hi-Machs 
to cooperate by encouraging them to 
see that it’s to their advantage to do 
so. This suggests that even though hi-
Machs are generally more cynical and 
self-interested than others, it’s pos-
sible to engineer situations that will 
lead them to a cooperative approach 
to negotiation.

A s the above discussion implies, 
our conclusions are limited to 

specific negotiation contexts—that is, 
those involving multiple issues with 
preference tradeoffs in which inte-
grative, win–win outcomes are at 
least a possibility and the negotiat-
ing agent actually intends to encour-
age win–win seeking behaviors (that 
is, it volunteers its real issue priority 
early on and behaves consistently in 
subsequent offers). It’s unrealistic to 
expect a negotiator to trust an agent—
human or otherwise—whose behavior 
is inconsistent, as such inconsistency 

would generate low expectations 
about a negotiation’s economic or af-
fective consequences.

Also, the reduction of mistrust in hi-
Machs is only an inference from our 
data; we didn’t directly measure the 
extent to which participants trusted 
(or mistrusted) their negotiation coun-
terparts. However, we believe that it’s 
the most reasonable and parsimoni-
ous explanation of the interaction 
that we observed. As Figure 2 clearly 
shows, the main thing to be explained 
is why the outcomes for hi-Machs 
was so much better when the agent 
made its cooperative gesture (and es-
sentially the same as for lo-Machs in 
both conditions). The best explana-
tion is surely that there was something 
about the gesture that removed the 
disadvantage that hi-Machs otherwise 
had—specifically the agent’s signal of 
cooperativeness reinforced by its sub-
sequent behavior. In other words, their 
trust in it increased.

Finally, there’s an important issue 
pertaining to the agent’s nature and the 
fact that, upon debriefing, most partic-
ipants in our study said they believed 
they had negotiated with a computa-
tional agent. Of course, we have no idea 
at what point participants came to this 
realization. Was it only after the nego-
tiation, upon reflection of what had 
happened? Or was it during the nego-
tiation—and if so, was it early or late in 
the process? Was there anything in par-
ticular that tipped them off? It might 
be fruitful to explore such questions, as 
well as to examine the consequences of 
trying to manipulate participants’ be-
liefs about the agent’s nature—human 
or computational. However, one prob-
lem with trying to do this is that even 
if we tell participants that they’re ne-
gotiating with a human, they might 
not believe it. Indeed, informal reports 
from our participants suggest that even 
lo-Machs might well be suspicious. On 
the other hand, we could argue that 
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 because people tend to treat machines 
as if they were humans,1 5 such a manip-
ulation would be unlikely to affect the 
outcome. These and similar questions 
will have to await future research. 
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